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ABSTRACT
This paper is devoted to the study of the estimation of the population mean using of product estimator under ranked set. Strategies for different alternative estimators are developed and compared with theirs simple random sampling with replacement counterparts. The sample errors of them are compared analytically.
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1. INTRODUCTION

McIntire (1952) proposed the method of ranked set sampling (rss). He proposed that the units may be ranked visually and noticed the existence of a gain in accuracy with respect to the use of the sample mean when simple random sampling (srs) with replacement (srswr) was used. Dell and Clutter (1972) and Takahasi and Wakimoto (1968) provided mathematical support to his claims. This method has proved to be better than the corresponding simple random sampling with replacement (srswr) counterpart for different estimators. See for example Bouza (2001), Samawi et al.(1996), El-Neweihi and Sinha (2000) for example.

This paper is motivated by the recent study developed by Zai-zai-and Jun-ling (2001) on the product estimator. It presents srs strategies for the product estimator under stratified sampling. We compare the classic product based estimators with their rss alternatives which are developed in section 3. Comparisons are made using their variances. Zai-zai and Jung-ling (2001) results on stratified sampling are extended to rss.

2. THE PRODUCT ESTIMATOR

The product estimator is close related to the ratio estimator. The behavior of the ratio estimator under rss and srswr has been studied by Bouza (2001) using the ratio of rss means when the unit is ranked, Samawi et al.(1996) developed a similar analysis considering that the auxiliary variable $X$ is ranked.

Consider a population $U$ with $N$ individuals and the set of values of variables $(X_i, Y_i), i=1,...,N$. A srswr sample of size $n$ is selected and we obtain $(x_j, y_j, j=1,...,N)$. The values of $X$ are known for all the individuals in $U$ and we compute
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\[
\bar{x} = \frac{\sum_{j=1}^{n} x_j}{n}, \quad \bar{y} = \frac{\sum_{j=1}^{n} y_j}{n} \quad \bar{X} = \frac{\sum_{i=1}^{N} X_i}{N}
\]

We want to estimate the population mean of the interest variable \( Y \)

\[
\bar{Y} = \frac{\sum_{i=1}^{N} Y_i}{N}
\]

The product estimator is given by

\[
\bar{y}_0 = \frac{\bar{x} \bar{y}}{\bar{X}}
\]

and its variance is

\[
V(\bar{y}_0) = \frac{1}{n} \left[ \sigma_Y^2 + 2R \sigma_{XY} + R^2 \sigma_X^2 \right]
\]

where

\[
V(Z) = \sigma_Z^2, \quad Z = X, Y; \quad \text{Cov}(X, Y) = \sigma_{XY} = \rho \sigma_X \sigma_Y; \quad R = \frac{\bar{Y}}{\bar{X}}
\]

See Chadhuri-Voos (1991). They analyzed the behavior of the product estimator using a model approach. The model considered fixed that

\( Y = \alpha + \beta X + \varepsilon \)

and

\( \sum \varepsilon_i = \sum X_i \varepsilon_i = 0. \)

The parameters are given by \( \beta = \sigma_{XY} / \sigma_X^2, \quad \alpha = \bar{Y} - \beta \bar{X}. \)

The auxiliary information can be used also for computing the common ratio estimator

\[
\bar{y}_r = \bar{X} \bar{y}_r = \bar{X} \bar{r}
\]

Its variance is given by

\[
V(\bar{y}_r) = \frac{1}{n} \left[ \sigma_Y^2 + R^2 \sigma_X^2 - 2R \sigma_{XY} \right]
\]
The product estimator (2.1) is more accurate than it when the correlation between \(X\) and \(Y\) is negative. Under the model it is preferred whenever \(\alpha > \frac{X}{2}\), see for a discussion of these facts Chaudhuri-Voos (1991).

The following algorithm provides a description of ranked set sampling.

**Rss implementation**

Input \(r, m\)

\(i=0\) and \(t=0\)

While \(t<r+1\) do

\(i = 0\) and \(t = 0\)

While \(i < m+1\) do

Select a sample \(s_i\) of size \(|s_i| = m\) using srswr

Rank the sampled units with respect to the variable of interest \(\xi = Y\)

Measure \(Y\) in the unit with rank \(i (\xi_{i:m})\)

\(i = i + 1\)

End

\(t = t + 1\)

End

Hence the rss sample is the sequence of order statistics (os) \(\xi(1:1)^t, \ldots, \xi(m:m)^t\), where the sub index \((j:h)^t\) identifies the statistic of order \(j\) in the \(h\)-th sample \((s(h)^t)\) in the cycle \(t = 1, \ldots, r\). We have \(n = mr\) observations and \(r\) of them are of os(j) \(j = 1, \ldots, m\). Take \(\mu_\xi\) as the mean of a variable of interest \(\xi\), its rss estimator is

\[
\mu_{\xi^{(rss)}} = \sum_{t=1}^{r} \sum_{i=1}^{m} \xi(i:m)^t / rm
\]

(2.3)

It is unbiased and its variance is given by

\[
V(\mu_{\xi^{(rss)}}) = \sum_{i=1}^{m} \sigma^2_{\xi(i:m)} / rm^2 = \left[ \sigma^2_{\xi} - \Delta_{\xi(m)} / n \right] / n
\]

(2.4)

where

\[
\sigma^2_{\xi(i:m)} = E[\xi(i:m) - E(\xi(i:m))]^2
\]

\[
\Delta_{\xi(m)} = E[\xi(i:m)] - \mu_\xi
\]

and

\[
\Delta_{\xi(m)} = m^{-1} \sum_{i=1}^{m} \Delta^2_{\xi(i:m)}
\]

See Takahashi-Wakimoto (1968) for a detailed discussion of these results.

The second term of (2.4) is the gain in accuracy due to the use of rss instead of srswr.

Let us study the behavior of a rss strategy in the estimation of the mean of \(Y\) when the product estimator is used. Two variables are involved \(\xi = X, Y\). The auxiliary variable \(X\) is known and the rss counterpart of (2.1) is

\[
\bar{Y}_{0^{(rss)}} = \frac{\mu_{\xi^{(rss)}} X \mu_{\xi^{(rss)}Y}}{X}
\]

(2.5)

From (2.2) and (2.5) is obtained, by direct, calculation that
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\[ V(\bar{Y}_{0(rss)}) = \frac{1}{n} \left[ \sigma_Y^2 + R^2 \sigma_X^2 \right] + 2 R \rho \lambda - \frac{1}{n} \left[ \Delta_{(Y|m)} + \Delta_{(X|m)} \right] \]

\[ \lambda = \frac{1}{n} \left[ \sigma_Y^2 - \Delta_{(Y|m)} \right] \]

\[ \rho = \frac{\sigma_{XY}}{\sigma_X \sigma_Y} \]

The last term of (2.6) is the gain in accuracy of (2.5) with respect to (2.1). Then the rss estimator of \( \mu_Y \) is preferred to the arithmetic means computed from a samples selected by srsr if

\[ 2 n R \rho \lambda - \Delta_{(Y|m)} - \Delta_{(X|m)} < 0 \]

Note that \( n \lambda < \sigma_Y \sigma_X \). Therefore

\[ 2 n R \rho \lambda - \Delta_{(Y|m)} - \Delta_{(X|m)} < 2 n R \rho \sigma_{XY} - \Delta_{(Y|m)} - \Delta_{(X|m)}. \]

The preference for (2.5) is determined by the sign of

\[ G(b, a) = V(\bar{Y}_{0(rss)}) - V(\bar{Y}_{a}) \quad a, b = 0(rss), \quad r, \quad 0 \]

The results of its comparison with the ratio and product estimator under srsr are given in the following theorem:

**Theorem 2.1.** The rss- product estimator (2.5) is more accurate than the srsr ratio estimator if

\[ R \leq \frac{\sqrt{\Delta_{(Y|m)} + \Delta_{(X|m)}}}{2 n \sigma_X^2} \]

It is more accurate than its srsr counterpart always.

**Proof:**

Calculating the expression \( G(0(rss), r) \) we obtain that

\[ G(r, 0(rss)) < 2 R^2 \sigma_X^2 - \frac{1}{n} \left[ \Delta_{(Y|m)} + \Delta_{(X|m)} \right] \]

As

\[ G(0(rss), 0) = - \frac{2 R (\sigma_{X,Y} - n \lambda) + \left[ \Delta_{(Y|m)} + \Delta_{(X|m)} \right]}{n} \leq - \frac{\left[ \Delta_{(Y|m)} + \Delta_{(X|m)} \right]}{n} \]

The second hypothesis holds.

Following the results of Zai-zai and Jun-ling (2001) the separate product estimator for stratified sampling is

\[ \bar{Y}_{0(s)} = \sum_{h=1}^{H} W_h \frac{\bar{Y}_h \bar{X}_h}{\bar{X}_h} \]

(2.7)

where the means are computed for each strata, \( W_h = N_h / N \), \( N_h \) is the size of strata \( h \), \( n_h \) is the size of its sub sample and \( N \) is the number of individuals in the whole population. Its approximate variance is
Due to the structure of (2.7) its rss extension is easily derived by replacing the srswr estimator by (2.5) in each strata resulting in that

\[
\bar{y}_{o(rss-s)} = \frac{\sum_{h=1}^{H} W_h \bar{y}_{(rss)h} \bar{X}_{(rss)h}}{X}, \quad \bar{z}_{(ss)h} = \frac{\sum_{i=1}^{m_h} \sum_{j=1}^{n_h} z_{(j|m)_h}}{n_h}, \quad z = x, y^n = m_h t_h
\]  

is its expression. The comparison of (2.7) and (2.9) yields that

\[
G(0/rss - s),0(s)) = \sum_{h=1}^{H} W_h^2 \left[ \frac{2R_h(\sigma_{X,Y} - n\lambda) - \left[ \Delta_{(Y|m)} + \Delta_{(X|m)} \right]}{n} \right] \leq -\sum_{h=1}^{H} W_h^2 \left[ \frac{\Delta_{(Y|m)} + \Delta_{(X|m)}}{n} \right]
\]

The combined product estimator

\[
\bar{y}_{0(c)} = \frac{\left( \sum_{h=1}^{H} W_h \bar{y}_h \right) \left( \sum_{h=1}^{H} W_h \bar{X}_h \right)}{X}
\]  

has as variance

\[
V(\bar{y}_{0(c)}) \approx \sum_{h=1}^{H} W_h^2 \sigma^2 + R^2 \sigma^2_{Xh} + 2R \sigma_{X,Y},
\]

Using a plug-in-rule we obtain the combined rss estimator

\[
\bar{y}_{0(rss-c)} = \frac{\left( \sum_{h=1}^{H} W_h \bar{y}_{(rss)h} \right) \left( \sum_{h=1}^{H} W_h \bar{X}_{(rss)h} \right)}{X}
\]

The gain in accuracy is derived and we will prefer it if is satisfied the inequality:

\[
G(0/rss - c),0(c)) = \sum_{h=1}^{H} W_h^2 \left[ \frac{2R(\sigma_{X,Y} - n\lambda) - \left[ \Delta_{(Y|m)} + \Delta_{(X|m)} \right]}{n} \right] \leq -\sum_{h=1}^{H} W_h^2 \left[ \frac{\Delta_{(Y|m)} + \Delta_{(X|m)}}{n} \right]
\]

Hence the rss alternatives to the estimators studied by Zai-zai and Jung-li (2001) are more accurate. These results support the proof of the following theorem:

Theorem 2. Take a population divided into \( H \) strata of size \( N_h \), and assume that independent sub samples of size \( n_h \) are selected from each of them with srswr. The rss product estimators (2.9) and (2.12) are more accurate than (2.7) and (2.10).
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